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The goal of this work is to compare three structural constraints, which differ by the amount of prior information they inject in the joint inversion. One of these constraints is the cross-gradient (Gallardo and Meju, 2003) and another two force the gradients to be either parallel or antiparallel, depending on prior information about the sign of velocity-resistivity correlation; one of the constraints also forces the gradients to have identical support. We introduce a flexible framework for 2-D joint inversion, based on Gauss—Newton method, which uses independent meshes for velocity, resistivity and the structural constraint. It is used to compare the considered structural constraints on a synthetic seismic and MT data, simulating a marine subsalt imaging scenario. To study theoretical capabilities of the constraints we first consider a toy “model fusion” example, assuming the true resistivity is known, and then proceed to a more realistic joint inversion experiment. Refs 11. Figs 3.
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Introduction. Joint inversion of magnetotelluric (MT) and seismic travelt ime data is useful in sub-basalt, subsalt imaging and other settings with complex geology. One of the key problems in the seismic-electromagnetic joint inversion is to define the constraints linking the velocity and resistivity models. Most often some structural constraints are used,
e. g., cross-gradients [3] or joint total variation [5]. Since the main goal of the seismic-MT joint inversion is to limit the set of equivalent solutions, one may wish to strengthen the constraints as much as possible using all the available prior information. In this paper we present modifications of the structural constraints, introduced in [7] and [6] and compare them with the well-known cross-gradient constraint and with each other, using a common 2-D Gauss—Newton joint inversion framework. For the numerical experiments we consider a synthetic dataset of marine MT and long-offset seismic, modeling a subsalt imaging scenario at the Red Sea shelf.

**Structural operators.** Let us define a model of slowness \( s(x) \) and a model of resistivity \( r(x) \), differentiable in some domain \( \Omega \). Then one can introduce a structural operator \( c(\nabla s, \nabla r) \), measuring a local similarity between the structures of two models, such that an integral structural similarity can be enhanced by minimizing its \( L_2 \)-norm:

\[
\Phi_c(s, r) = \| c(\nabla s, \nabla r) \|^2 = \int_\Omega [ c(\nabla s(x), \nabla r(x)) ]^2 dx \to \min.
\]  

We will refer to \( \Phi_c(s, r) \) as a structural functional. Measures of structural similarity exist, that do not have a form of an \( L_2 \)-norm, e. g., Gramian [11]. In some papers, e. g. [3], structural similarity is imposed as a hard constraint via the Lagrange multipliers method, which unfortunately is too computationally complex for large-scale problems. Here we focus on the constraints having a form of the least-squares problem (1) with different choice of the structural operator, which fit well in the same Gauss—Newton inversion framework, and we believe such uniformity is essential for a fair comparison. First consider the cross-gradient operator, introduced by Gallardo and Meju [3]:

\[
c(\nabla s, \nabla r) = |\nabla s \times \nabla r|,
\]

which is zero if the gradients are collinear or one of them is zero. The structural functional \( \Phi_c(s, r) = \| c \|^2 \) is exactly zero when every level set of the model \( s(x) \) corresponds to some level set of the model \( r(x) \). For example, this holds for any 1-D models and for any models with a functional relation \( f(s(x), r(x)) = 0 \), such that \( f \) is differentiable and its coefficients are constant. When it is known a priori if \( s(x) \) and \( r(x) \) correlate positively or negatively, which is often the case in seismic-MT joint inversion, such information can be used to strengthen the structural constraint. Molodtsov et al. [7] proposed a structural operator

\[
c(\nabla s, \nabla r, h) = |\nabla s| |\nabla r| + h \nabla s \cdot \nabla r,
\]

with \( h = \pm 1 \) specified a priori and fixed. An elementary identity holds:

\[
c^2(\nabla s, \nabla r) = c(\nabla s, \nabla r, +1)c(\nabla s, \nabla r, -1),
\]

which shows that operator (2) is analogous to the cross-gradient, except that it forces the gradients to be parallel or antiparallel, depending on the value of \( h \). When one of the gradients vanishes, the corresponding Fréchet derivative of (2) becomes singular, but we observe that for Gauss—Newton optimization only a minor smoothing of the modulus function is required to handle this problem. It is possible to strengthen the constraint further by requiring the flat areas in two models to coincide; to do so one can consider a structural operator

\[
c(\nabla s, \nabla r, h) = \frac{\nabla s}{|\nabla s|_e} + h \frac{\nabla r}{|\nabla r|_e},
\]
where \(|x|_\varepsilon = \sqrt{|x|^2 + \varepsilon^2}\) or \(|x|_\varepsilon = \max\{|x|, |\varepsilon|\}\). Here we use the first option, which allows simple calculation of the exact Jacobian of (3), while in the work [6] the second one was used. If one of the gradients is zero and the other is not, \(c_\varepsilon(\nabla s, \nabla r, h) \neq 0\), therefore \(\Phi_c(s, r, h) = ||c_\varepsilon||^2 = 0\) only if \(\nabla s\) and \(\nabla r\) are, depending on \(h\), parallel or antiparallel, and their support is identical. The last condition is especially useful for reconstructing piecewise constant models. Parameter \(\varepsilon\) requires rather fine tuning, because for too small \(\varepsilon\) operator (3) becomes highly nonlinear, making Gauss—Newton method ineffective, while for too big \(\varepsilon\) magnitudes of the gradients become significant. The approach we use here, is to start with relatively big value of \(\varepsilon\) and gradually decrease it as Gauss—Newton iterations proceed; it was used by Chan et al. [1] in a similar problem of minimizing smooth approximation of total variation of a 2-D image.

**Joint inversion framework for seismic traveltime tomography and magnetotellurics.** The 2-D MT forward problem is solved by a modification of the finite-element algorithm of Wannamaker et al. [10], for Fréchet derivatives the algorithm, described by Rodi [8], is used. Calculation of seismic traveltimes and rays is based on the work [9]. The inverse problem is solved for hyperbolic transforms [4] of p-wave slowness \(v\). Calculation of seismic traveltimes and rays is based on the work [9].

The 2-D MT forward problem is solved by a modification of the finite-element algorithm of Wannamaker et al. [10], for Fréchet derivatives the algorithm, described by Rodi [8], is used. Calculation of seismic traveltimes and rays is based on the work [9]. The inverse problem is solved for hyperbolic transforms [4] of p-wave slowness \(v\) and logarithmic resistivity \(\ln \rho(x)\), to satisfy inequality constraints \(v_{p\min} < v_p < v_{p\max}\) and \(\rho_{\min} < \rho < \rho_{\max}\). The models \(s(x)\) and \(r(x)\) are discretized using independent meshes, giving the vectors \(s\) and \(r\) (of different dimension); traveltime tomography behaves better on a uniform mesh, while for MT it is reasonable to use a mesh that coarsens with depth and covers a bigger domain to satisfy the boundary conditions. Domain \(\Omega\), on which the structural operator is defined, is specified in the intersection of the model domains and is discretized with its own mesh. Interpolation from the seismic mesh and the MT mesh to the “structure” mesh is performed by (nonstationary) Gaussian filters, \(G_s\) and \(G_r\), respectively. The Gaussian kernel width is defined based on the input mesh spacing and expected MT and seismic resolution; by increasing the width we may force a structural operator to act only on the low spatial wavenumbers of the models. All the considered structural functionals are not convex, thus additional regularization is necessary. Accordingly, the joint inversion objective function is:

\[
\Phi(s, r) = w \left[ \Phi_T(s) + \alpha_s \Phi_s(s) \right] + \left(1 - w\right) \left[ \Phi_Z(r) + \alpha_r \Phi_r(r) \right] + \alpha \Phi_c(G_s, s, G_r, r),
\]

where \(\Phi_T(s)\) and \(\Phi_Z(r)\) are weighted \(L_2\) misfits of traveltimes and logarithmic impedances respectively, \(\Phi_s(s)\) and \(\Phi_r(r)\) are regularization terms, \(\alpha_s > 0\) and \(\alpha_r > 0\) are regularization parameters, \(\alpha > 0\) is a penalty coefficient, and \(w \in [0, 1]\) is a scaling factor, that controls relative weight of the seismic and MT parts. The regularization terms are \(L_1\) (for \(s\)) and \(L_2\) (for \(r\)) norm of the model gradient with anisotropic weighting. We minimize (4) using the damped Gauss—Newton—Levenberg—Marquardt algorithm with preconditioned CG as the linear solver. To accelerate the convergence we use several heuristics: as iterations proceed, \(\alpha_s\) and \(\alpha_r\) are decreased; \(\alpha\) is either a “big” constant or is increased, as ideally we want \(\Phi_c = 0\); \(w\) is increased, as MT is sensitive to lower spatial frequencies of the model, than the tomography. These are to a large extent backed by the experiments considered below and are by no means universal.

**Synthetic data for the Red Sea model.** A 2-D section was extracted from the synthetic 3-D multiparameter model of the Red Sea crust, described in the paper [2]. Fig. 1, \(a, b\) show parts of resistivity and velocity models, corresponding to the seismic inversion domain, used to generate the synthetic data; one can see the water layer, the sedimentary section with the layer of evaporites and the basement. TM and TE modes of MT field were
calculated for 15 frequencies in 0.001-1 Hz range at 55 ocean-bottom stations with 1 km spacing. MT data were contaminated by white zero-mean Gaussian noise with standard deviation 3% in apparent resistivity and 15 mrad in phase. For seismic an ocean-bottom-cable geometry was modelled, with 400 m spacing between both sources and receivers, each source recorded by all receivers; the maximum offset is 60 km. First-arrival traveltimes were contaminated by 10 ms zero-mean Gaussian noise. Starting models are 10 Ωm halfspace and constant-gradient velocity. We measure the accuracy of a reconstructed model \( \mathbf{m} \) by a relative error \( \delta m = \| \mathbf{m} - \mathbf{m}_{true} \|_2 / \| \mathbf{m}_{true} \|_2 \cdot 100\% \). Standalone first-arrival tomography does not resolve the velocity model below the evaporite layer (Fig. 1, d). To explore theoretical capabilities of the structural operators we perform a model fusion experiment (in terminology of Haber and Holtzman Gazit [5]): minimize (4) with \( w = 1 \) and \( r = r_{true} \). We use prior information that velocity and resistivity are positively correlated to define structural operators (2) and (3). Fig. 1, c, f show that operator (2) performs somewhat better than the cross-gradient, but is unable to capture the bottom of evaporites, since it does not enforce coincident boundaries. Using operator (3) we are able to reconstruct the whole structure even in the shadow zones (Fig. 1, g). Fig. 1, c shows the resistivity model, obtained by standalone MT inversion. Since MT is sensitive to the subsalt conductive layer, it gives a bigger picture compared to the standalone seismic tomography. In the joint inversion we set bigger weight to MT and primarily aim to improve the velocity model. In Fig. 2, a, b one can notice excellent fit between the structures of resistivity and velocity models, which corresponds to successful minimization of the cross-gradient norm (Fig. 3), however instead of
the low-velocity layer there is a higher-velocity layer, accordingly velocity and shape of the basement are very inaccurate. Interestingly, cross-gradient performs somewhat better in the joint inversion than in the model fusion, probably because the piecewise constant reference resistivity model zeroes cross-gradient almost everywhere, and the kernel of the Gaussian filter $G_r$ is too narrow to smooth it. Operator $c_\otimes$ yields some improvement of both velocity and resistivity models with respect to $c_\otimes$ (Fig. 1, c–f), though it is not as apparent as for the model fusion and now we fail to reconstruct the velocity reversal associated with the bottom of evaporites.
Conclusions. We have shown that by using prior information about the sign of velocity-resistivity correlation it is possible, remaining within the framework of the structural approach, to improve significantly the results of seismic-MT joint inversion with the cross-gradient constraint. Taking into account low resolution and typical targets of MT and seismic traveltime tomography, positive velocity-resistivity correlation is often a reasonable assumption. However in case of insufficient prior information a softer constraint such as cross-gradient may be a better option.
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